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Summary
This working paper shows the results of a finished research, using image processing techniques 
to improve the fingerprint obtained from a database, where the image is normalized and 
segmented to get only the interesting section of the image with the fingerprint; then Gabor`s 
filter is applied and it corrects defects in  ridges and valleys, allowing continuity,  that way 
if the fingerprint has a physical defect, the filter is able to correct it, as long as the segment 
orientation is correct. Once improved the fingerprint, it is binarized and thinned for minutiae 
extraction. The false minutiae are filtered and eliminated in order to ensure the operation of 
the algorithm. Finally, it is necessary a training with the minutiaes of all fingerprints in the 
database, in order to this determines individually which user belongs the fingerprint entered. 
As a result, the system has a reliability of 81% of the process, being crucial the pre-processing 
part in order to guarantee the correct extraction of the characteristics of fingerprints.
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Resumen
En este trabajo se muestra los resultados generados de una investigación terminada, usando 
técnicas de procesamiento de imágenes para mejorar la huella obtenida de una base de datos 
donde se normaliza y segmenta la imagen para obtener solo la región de interés en la imagen 
con la huella; posteriormente se aplica el filtro Gabor, que corrige los defectos en las crestas y 
los valles, permitiendo mantener la continuidad en los mismos, y de esta manera, si la huella 
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tienen un defecto físico, el filtro es capaz de corregirlo, siempre y cuando la orientación del 
segmento sea correcta. Una vez mejorada la huella se puede binarizar y adelgazar para la 
extracción de minucias. Las minucias son filtradas para eliminar todas las falsas minucias 
y asegurar el funcionamiento del algoritmo. Por último se hace un entrenamiento con las 
minucias de todas las huellas en la base de datos, para que esta determine individualmente a 
que usuario pertenece la huella ingresada. Los resultados arrojan una confiabilidad de un 81% 
del proceso, siendo vital la parte de pre-procesamiento para garantizar la correcta extracción 
de las características de las huellas.

Palabras Claves: Filtro Gabor, procesamiento de imágenes, crestas, minucias, defecto físico.

1. Introduction

Fingerprint is a unique and different pattern of a human finger. One of the 
characteristics of the fingerprints is their individuality, even the same in-

dividual has different fingerprints in each of their fingers. This feature allows 
the use of fingerprints as one of the most reliable recognition methods used 
in various applications. 

Multiple approaches to the treatment of fingerprints using neuronal ne-
tworks have been proposed in the literature, being one of the pioneers in the 
Jain classification [1], which utilizes two stages in the use of neural networks. 
Initially used for the detection of false minutiae, and then for the classifica-
tion of the fingerprints in five groups depending on the orientation of the 
fingerprint. This classification is given by NIST4, which is a database of the 
FBI with 4000 fingerprints, classified in those five groups. A similar approach 
has been used to perform the classification, using neuronal networks for the 
detection of patterns in the fingerprints and thus classify them [2]-[3]. 

The use of neural networks for the classification of fingerprints is the 
most used approach, some authors have used this approach in classification 
depending on gender, that is, depending on the fingerprint it can be said if it 
is a man or a woman [4]-[5]. On the other hand, the feedforward architectu-
re has been implemented for the training of the neuronal networks, whose 
objective is to thin the fingerprint, ensuring the connectivity of valleys and 
ridges [6]. In order to have a correct extraction of the characteristics and 
that in the thinning process information is not lost, it is necessary to have a 
pre-processing of the robust footprint for which the Gabor filter is used [7]-
[8]-[9], with which the greater accuracy in the improvement of the image 
with the fingerprint is obtained. In addition, the use of neuronal networks 
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for people recognition has several approaches. Werner extracts fifteen mi-
nutiae of the area of interest which is located in the center of the finger-
print and with this, trains the neuronal networks, using the architecture of 
the multilayer perceptron [10]-[11]. Likewise, algorithms that use fingerprint 
minutia have been developed, but in this case it only takes the terminations 
for authentication, obtaining more than 90% of accuracy when a fingerprint 
matches the database [12].

Therefore, in this paper a biometric digital system is developed based on 
fingerprints that aims to provide greater ease and safety when accessing a 
site, based on neural networks so that if the fingerprint is physically mod-
ified, there is no impediment for the user to be identified.  The techniques 
to improve the quality of the fingerprint image, extraction of minutiae and 
training of neural networks are first addressed, and then in the results sec-
tion, the approaches achieved with the algorithms proposed in this research 
are shown.  

2. Materials And Methods

a. Fingerprint detection improvement

i. Standardization
The mean and the variance of the images obtained by the sensor depend 

on the particular characteristics of it and the pressure level exerted in by the 
user on the sensor; the normalization stage aims to set the mean and the 
variance of the image to a fixed level [7]. Being I(i,j) the gray level value in 
the pixel (i,j) , M and VAR denote the estimated mean and the variance I res-
pectively, and G(i,j) denote the standardized gray level value to the pixel (i,j). 
Hong [7] defines the standardized image as it is shown in (1) .

  (1)

Where M0 and VAR0 are the mean and the desired variance values, respec-
tively. Standardization is an operation in pixels. That does not change the cla-
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rity of the ridge and valley structures. The main objective of normalization is 
to reduce the variations in the gray level values along the ridges and valleys, 
facilitating the following processing stages.

ii. Segment
It consists on separating the area of the image containing the fingerprint 

(where the valleys and ridges are present) which is really the important thing 
regarding the background, which lacks of information for the calculation of 
the minutiae [7]. In a fingerprint image the background regions generally 
represent a gray scale, while the foreground regions have a very high 
variance, therefore, it is used a method based on the variance threshold. The 
image is divided into blocks and variance of grays is calculated for each block 
in the image, if the variance is less than the global one, it is assigned to be a 
background region otherwise, it is assigned to be a part of the foreground. 
The variance of the gray level for a block of size W x W pixels is defined 
according to (2).

   (2)

Where  is the variance for the block  is the value of the gray level in the 
pixel and  is the average value of the gray level of the block .

iii. Orientation
The orientation field of a fingerprint image defines the orientation of each 

of the ridges contained in the fingerprint [8]. The angles of the orientation 
field represent the direction in which the ridges of the fingerprint flow. The 
orientation estimation is a fundamental step in the process of improving the 
fingerprint, which is obtained by dividing the image by blocks of size  pixels, 
calculating the orientation of the central pixel and applying this orientation 
to the entire block. 

Before calculating the orientation of the central pixel, the gradient in x 
most be calculated, and as shown in (3) and (4), applying the  y  masks, for 
this the convolution of each pixel is done with a mask of 3x3.
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  (3)

  (4)

  (5)

  (6)

Where θ(i,j) is the orientation of the block centered on the pixel (i,j).

The orientation calculated according to (5) is a quite acceptable result, 
however, the elimination of errors can be done by performing a Gaussian 
filter on the obtained result. To do this, two vectors Φx(i,j) and Φy(i,j), are 
calculated according to (7) and (8).

 Φx(i,j) = cos (2θ(i,j)) (7)

 Φy(i,j) = sin (2θ(i,j)) (8)

Where Φx and Φy are the components X and Y of the vector field, 
respectively. After calculating the vector field, the Gaussian smoothing is 
performed with (9) and (10).

  (9)
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  (10)

Where G is the low pass Gaussian filter of wΦ x wΦ size. Finaly, the orien-
tation value is calculated following (11).

  (11)

iv. Gabor filter
The Gabor filter allows to keep and improve line structures with certain 

orientation and a given frequency in the domain of the figure [8]. The Gabor 
filter is the real part of the Gabor function, which is composed by a cosine 
wave modulated by a Gaussian.  The general formula of the symmetric Gabor 
filter comes by (12).

  (12)

 xθ = x cosθ + y sinθ (13)

 yθ = -x sinθ + y cosθ  (14)

Where θ is the Gabor filter orientation, f  is the frequency that in this case 
0,15 is used, σx and σy  are the standard deviations of the Gaussian envelope 
through the X and Y axes, respectively. The parameters selection from σx 
and σy are empirically fixed as it is shown in the Hong’s article [7], where 
those have a fixed value equal to 4,0. To filter the image, a convolution of 
each pixel is performed (i,j) in the image, the corresponding orientation va-
lue O(i,j) and the frequency value. 

The G Gabor filter application to obtain the E image is shown in (15).

  (15)
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Where O is the image orientation, F is the frequency, N is the improved 
image and Wx and Wx are the width and height of the Gabor’s.

v. Binary
The image binary process consists in leaving all the values in 0 and 1, for 

this, the pixels which had a positive value were left, to which assigned value 
was 1, and, the ones who had a zero-negative value respectively, as its shown 
in (16).

  (16)

vi. Thinning
The thinning is a morphologic operation performed before the minutiae 

extraction, this operation continuously erode far from the forefront until the 
pixels are a pixel of width.

The Guo & Hall algorithm  [13] works through the performance of a wipe 
on the multiple image pixels, thus, the matching pixels with the criteria set 
of connected areas are eliminated; [14] the operation is performed using the 
two sub-iterations in each of them, the algorithm correlates the binary ima-
ge with a neighbor pixels mask, then, based on the pixel elimination set, it is 
checked if the central pixel must be eliminated in that sub-iterations. 

b. Minutiae extraction 
The most common used minutiae extraction method is the Crossing 

Number, this method implies the usage of the skeleton image in which the 
crested flow pattern is connected eight times [8]. The minutiae are extract-
ed through the neighbor pixels exploration of each crest pixel in the image 
using a 3 x 3 block. Next, the CN value is calculated, which is defined as the 
sum differences half between adjacent pair of pixels. 

The Crossing Number (CN) method is used to perform the minutiae ex-
traction; this method extracts the endings and forks of the skeleton image 
crest, looking into the neighbor pixels of each pixel using a 3 x 3 window.  
The CN for a P crest pixel is given by (17).
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  (17)

Where Pi is the pixel value of the P near pixels. For a P pixel, its eight 
neighbor pixels are scanned counterclockwise of the following way:

P4 P3 P2

P5 P P1

P6 P7 P8

After calculating the CN for a crest pixel, the pixel could be classified ac-
cording the property of its CN value with a CN of one corresponding to a 
crest ending and a CN of three corresponding to a bifurcation. 

i. False minutiaes elimination
After finishing the minutiae extraction stage, the result has been analyzed 

and proven that several found minutiae are wrong, the minutiae that will be 
eliminated are the following:

• When the bifurcation is part of a line which length its smaller than N 
pixels and when an ending is near the N pixels bifurcation.

• If there are two close bifurcations that that form a loop and this differen-
ce is less than N pixels, these minutiae are considered false.

c. Neural networks training
The usage of the feed-forward back propagation (newff) is proposed to 

solve the individuals classification and identification problem as Yang [15]. 
The selected neural network architecture, is based in three hidden layers 
with 24, 23 and 25, neurons each layer respectively.

To perform the training, a database of 15 fingerprints per individual were 
taken, of which 10 fingerprints to train and 5 fingerprints to check such trai-
ning were used. Trainings for a network per individual in the database were 
performed, because when one single neural network was done for all the 
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users, the network never converged on a solution. The block diagram that 
represents the system performance is shown in Fig1.

Figure 1. Clasification system architecture

Source: Authors

The used neural network architecture was composed by 5 layers with 
three hidden layers, plus the entrance and exit layer, the three layers have 
24, 23 and 25 neurons each respectively.

3. Results
For the performance and efficiency analysis of the proposed develop-

ment, an algorithm which has been implemented in Python programming 
language is proposed, using several libraries for the image treatment such 
as OpenCV, PIL, and SCIPY, which allow the image operation, matrices usage 
and complex mathematical calculations with ease. Likewise, such algorithm 
has been tested in a Laptop and in an embedded system, which works with 
different operative systems and characteristics. On one hand, the Laptop 
with Core i5 at 2.5 GHz, 8GB of RAM and a Windows 7 operative system is 
used, while the embedded system is a raspberry which has a 4× ARM Cor-
tex-A53 at 1.2GHz processor, 1GB of RAM LPDDR2 (900 MHz) and a Raspbian 
JESSIE operative system.

The proposed algorithm pseudocode is shown in Table I.
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Table 1. Proposed Algorithm

Definitions Elements
Include libraries PIL, numpy, matplotlib, cv2, scipy, math, neural networks
Image reading
Pre-processing

Standardize
Segment
Find Orientation
Gabor Filter
Binary
Thinning

Characteristics extraction
Minutiae extraction 
Eliminate false minutiaes 

Neural networks
Result

Source: Authors

a. Pre-processing of the fingerprint
Fig. 2 illustrates the result of the binary application and a fingerprint pic-

ture thinning without any stage of pre-processing. In contrast with Fig. 3, the 
binary picture in Fig. 2 is not well connected and contains significant amounts 
of noise and damage elements. Therefore, when thinning is applied to this 
binary picture, the results shows that the minutiae precise extraction of this 
picture would not be possible due to the big number of produced noise. So, 
it can be proved than the use of a series of stages of picture improvement 
before the thinning is effective to facilitate the minutiae reliable extraction.

On Fig. 5 each one of the pre-processing stages can be evidenced, by wat-
ching on Fig. 5g the finger print after the Gabor filter is applied, then on 5c 
binary and finally on 5d the picture thinned, ready for the minutiae’s extrac-
tion. Unlike Fig. 2 and Fig. 3 where the process of binary and thinning with 
and without pre-processing stage are shown. 
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Figure 2. Results of a image without pre-processing

Source: Authors

Figure 3. Results of a image with pre-processing

Source: Authors

b. Minutiae extraction
The minutiae extraction has been made using the crossing number (CN) 

algorithm, then a false minutiae elimination method has been proposed, lea-
ving only the bifurcations that are alone in a ten pixels window, that way, 
the possible noises in the minutiae extraction are eliminated. Fig. 4 shows 
the minutiae extraction and the false minutiae elimination, leaving only the 
bifurcations, allowing, to have the less among of parameters, so in the classi-
fication stage the neuronal network algorithm can converge easily. 
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Figure 4. False minutiae extraction and elimination

Source: authors

c. Confusion matrices in the detection algorithm 
For the neuronal networks training, each one of the fingerprint data base 

minutiae were used as an entry parameter. A data base with 6 users were 
used, with 15 fingerprints per user, of which initially five users were trained 
as shown in Table II, that is, a neuronal network per user, specifying which 
fingerprint belonged to the user and which didn’t. After the training was con-
cluded for the five users, it was trained with the sixth user to observe what 
reliability it had to add a new user without having to train all the networks 
again as shown in Table III.

Table ii. General confusion matrix of the five users

U1 U2 U3 U4 U5

U1 13 2 6 1 1

U2 4 12 0 0 0

U3 2 2 12 2 0

U4 0 2 2 12 2

U5 1 4 0 1 14

Sourse: authors



Rev. CINTEX, ISSN:0122-350X, Vol. 22, N° 2, julio-diciembre 2017 47

Table iii. General confusion matrix of all users plus an additional user

U1 U2 U3 U4 U5 U6

U1 13 2 6 1 7 1

U2 4 12 0 0 1 0

U3 2 2 12 2 4 0

U4 0 2 2 12 0 2

U5 3 0 4 3 14 2

U6 1 4 0 1 4 14

Source: Authors

Additionally, a database with cut fingerprints was used to prove the vali-
dity of the Gabor filter and the general algorithm, in order to evidence that 
the proposed system responds to physical changes in the fingerprint. On Fig. 
5 the pre-processing system performance is shown, by eliminating the cut 
thanks to one of the filter’s input parameters is the general orientation of the 
fingerprint, whereby, filtering eliminates the imperfection.

Figure 5. Process of a cut fingerprint

Source: Authors



Díaz, et al. / Fingerprints detection using neural networks suitable to physical changes ...

48

The confusion matrix made for this data base is shown in Table IV.

TABLA IV. Confusion matrix of cut fingerprints

U1 U2 U3 U4 U5 U6

U1 2 1 0 0 2 1

U2 1 0 0 0 0 0

U3 0 0 1 0 1 0

U4 0 0 1 2 0 0

U5 0 0 1 1 1 0

U6 0 1 0 0 0 1

Source: Authors

4. Conclusions 
In this paper, an algorithm that allows detecting fingerprints using neural 

networks was developed, based on various strategies to the pre-processing 
of the image with the fingerprint, such as segment, Gabor filter and false 
minutiae elimination. This set of strategies allows the algorithm to present 
robustness. When segmenting the image only the parts of the image that 
contains the fingerprints are passed, which allows the next process to ope-
rate faster because they don’t have to do a full image analysis.

Gabor filter allows to rebuild the fingerprint even though the noise the 
image might have, as long as the directions of the valleys and the crests are 
defined and show continuance, which allows the filter rebuild the way basing 
on the orientation and separation between the valley and the crest. 

In the development of this project, the calculation of the distance between 
the valley and the crest was omitted, known as the segment’s frequency in 
which the filter wants to be applied, due to the frequency measurement was 
always affected by the excess noise, and it caused the filter not to be applied 
properly, therefore it was decided to take a fixed frequency for the Gabor fil-
ter’s operation, generating good results, as long as the segment orientation 
can be recognized and the filter can be applied in the right direction, correc-
ting the mistakes in the continuity, on the contrary, if the right orientation 
isn’t extracted, the filter will finish damaging the filtered segment.
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Besides, in order to reduce the among of input data in the neuronal ne-
tworks, all the false minutiae were eliminated and only the bifurcations were 
took to make the training, which allowed to the different neuronal networ-
ks to learn correctly which fingerprint belonged to which persons; one of 
the processes were treating to do a general neuronal network for all the fin-
gerprints, which wasn’t possible because during the multiples trainings the 
networks never converged to a solution, that is, they didn’t train property, 
due to that, it was decided to make a neuronal network per person, which 
allowed that each network learned to identify the information obtain from 
each fingerprint and that way will determinate to which person belonged 
each one.

On the other hand, the execution time of the algorithm oscillate a lot 
when being executed in a computer and in an embedded system,  because 
in the computer the algorithm spends an average of 14 seconds and in the 
Raspberry approximately 133  seconds per execution. This is possible to pro-
ve thanks to that the code was developed in PYTHON and the majority of the 
functions pass transparently.
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